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Abstract. The generic needs and requirements of performing analysis in the LHC era are examined. These
requirements are addressed assuming a distributed computing environment such as that offered by Grid
technologies. The developments and the tools being evolved in the individual LHC experiments are pre-

sented.

1 Introduction

The LHC [1] will commence in 2007 and will collide pro-
tons with protons at a centre of mass energy of 14 TeV.
The collision rate of the bunches will be 40MHz, corre-
sponding to 10? events every second, at design luminos-
ity. In addition the LHC will operate in a heavy ion mode
producing collisions at 5.7 TeV per nucleon.

There are five LHC experiment: two generic detectors
(ATLAS [2] and CMS [3]) and three specialised detectors.
These are ALICE [4], whose primary aim is the study
of heavy ion physics, LHCb [5], uniquely designed for
the investigation of the B-physics and in particular CP-
violation, and TOTEM [6], dedicated to measuring the
total cross section, elastic scattering and diffractive disso-
ciation at the LHC.

There are over 5000 physicist from all over the world
working on the LHC experiments. It is essential that all
the physicist have access to the data stored and processed
by each of the experiments. The necessary computing re-
sources have to be available to process the data and to
perform a subsequent analysis. Practically, and politically,
it is not possible to have all the needed computing re-
sources based at the accelerator laboratory, therefore a
distributed computing resource environment will need to
be developed. The ‘so-called’ Grid computing [7] paradigm
seems adaptable to the computing needs of the LHC.

1.1 Complexity of the problem

ATLAS alone has 150 million electronic read-out chan-
nels that will have to be processed during data taking.
This is approximately two orders of magnitude greater
than present day High Energy experiments. The original
interaction rate of 40MHz will have to be reduced, through
a series of sophisticated “trigger” algorithms, to the order
of 100Hz or less before the events are made persistent.
Many of the higher-level trigger algorithms will be soft-
ware based. Even at the start up of the LHC, at lower lu-

minosities than design, the experiments will have to store
several Terabytes, if not Petabytes, of data per year. In
addition to collating the data as it comes off the detector,
it will be necessary to generate huge amounts of Monte
Carlo simulated data. Both the ‘real’ data and the simu-
lated data will have to be reconstructed to form physics
object on which a physicist will perform analysis. The lat-
est estimates of the computing resources needed at CERN
alone in 2008 are given in Table [[I The current working
assumption is that at least twice the computing capacity
of CERN will be available externally.

Table 1. Computing resources needed by the LHC experi-
ments in 2008. A typical 2 GHz processor is about 700 SI2000
units

Experiment CPU Disk | Tape
(kS12000) | (TB) | (PB)
ALICE 7416 384 2.3
ATLAS 5200 1300 | 12.6
CMS 5684 1769 9.15
LHCb 810 330 1.0

The worldwide nature of the LHC collaborations
means any adopted computing model must be distributed
in nature. Computing outside of CERN is developing
around large computing centres or Tier-1’s (such as
Brookhaven or Fermilab in the US and Karlsruhe, France
and RAL in Europe.) The tier’s classification [8] will be
based on the quality of service each centre can offer to the
LHC computing problem. In many places, a ‘cloud’ struc-
ture is emerging that sees individual computing facilities
being advertised as a single, coherent structure. An ex-
ample of one such ‘cloud’ structure is ScotGrid [9], in the
UK, which has a compute engine based in Glasgow with
a mass store in Edinburgh.
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Physicists, to be able to work in this environment, have
to adapt. Already tools for collaborating and communicat-
ing at distances, such as the Virtual Room Videoconfer-
encing system (VRVS) [10] and AccessGrid [11] have been
developed and are being adopted as common practice. It is
only through further development of such tools will teams
of physicists be able to interact in a normal, natural en-
vironment limiting the need of air travel and maximising
their collaborative effort.

2 Analysis

Computing in Particle Physics can be classified in two
distinct types. The first is production jobs such as Monte
Carlo simulation or event reconstruction. These jobs are
planned in advance and perform a homogenous set of
tasks. The input is a pre-determined set of events accessed
sequentially, processed and then written out. In general,
this activity is centrally organised by the experiments. The
second is of a more chaotic nature and covers the analysis
activity. Analysis jobs are submitted by many users act-
ing, to first order, independently of each other. The input
is typically a selection/analysis algorithm to be applied
to large samples of data. There is a high probability that
there will be a ‘sparse’ data access pattern as opposed
to the sequential access encountered for production jobs.
Physicists will be submitting analysis jobs at any time
and could well be attempting to access simultaneously a
dataset required by another job.

Figure [ illustrates a typical dataflow involved in an
analysis. The Monte Carlo simulation and the reconstruc-
tion are the centrally organised task involving relatively
few people; these are relatively CPU intensive activities.
The Monte Carlo simulation task will be an ongoing col-
laboration activity with the relative priority between the
various simulation needs being decided within the collab-
oration. A first pass of data reconstruction will be per-
formed essentially as the raw data is processed from the
detector. Additional reconstruction of the data will be
performed as the alignment and calibration of the detec-
tors is refined and improved. This enhanced reconstruc-
tion step will be performed 2-3 times a year. A number of
physics analysis groups will exist in each experiment, in
the large collaborations there could be of the order of 20
such groups. Each of these groups will have a set of algo-
rithms that they will apply to the data in order to (pre-
)select the events of interest to their particular physics
topic. A first pass with these algorithms could well occur
in the production steps of the simulation and the recon-
struction. The CPU needs of this selection step will be
relatively small and as the algorithms are improved and
selection criteria changed there will be a need to re-run
the group selection jobs on almost a monthly basis. It is
hoped that the pre-selection will reduce the number of
events of interest by a factor of 10-100. The final step will
be individual physicists running over the group datasets.
The aim will be to enhance and finalise the physics selec-
tion criteria and produce the physics plots for publication.
Whilst these jobs will be the least CPU intensive there will
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be the most chaotic, with many users running jobs simul-
taneously.

The ability to access data files is the cornerstone of
any distributed computing model. The data available will
be characterised by ‘metadata.” This metadata will allow
datasets to be located and accessed efficiently. Dataset
metadata will include information such as the year the
data was taken, the provenance (history) of the process
creating it. In addition, there will be event-level meta-
data that will characterise an event within the dataset.
This metadata will include information such as the trig-
gers the event passed, high-level particle information. A
typical analysis would consist of performing a query on
the dataset metadata catalogue to determine which logi-
cal datasets meet a broad criteria (e.g. all data from 2008)
and then performing a query to select the events and their
components that may be of interest based on the event-
level metadata.

The analysis environment will be designed around the
distributed data store and computing infrastructure. In
general, experimental software will not build directly on
this infrastructure but will build upon generic software
(“middleware”) that performs the low level tasks. This
generic Grid software will be provided through projects
such as the Virtual Data toolkit [12] and the European
DataGrid (EDG) [13] and its successor. This middleware,
building on the low level tools provided by Globus [I4],
will provide the basic building blocks for the experiments’
software development for a distributed environment. The
LHC Computing Grid (LCG) [15] will provide an upper
layer of middleware that is experiment independent but
provides a higher level of functionality that matches the
generic needs of the LHC physics community. In extreme
cases, the experiments may well develop their own tools,
based on the basic toolkit, to provide an application that
meets a specific requirement. It is important for the exper-
iments that the generic middleware developments provide
a robust and coherent set of tools and mechanisms.

Once the experiments software framework is integrated
with the Grid middleware the physics applications, such
as the simulation, reconstruction and analysis, will be able
to function in the distributed environment. In addition to
integrating the experiments’ applications, the user inter-
faces to the Grid (for the non-expert) need to be devel-
oped in parallel, allowing easy and transparent access to
the resources, data and applications. Ideally this user in-
terface will be independent on whether the final analysis
is in a Grid environment or just utilising local resources
e.g. local batch farm or even the PC’s own CPU. Such
a user interface should be stable, any changes to the un-
derlying architecture should be invisible to the end user
and any increased functionality should be incorporated in
a manner that is not intrusive to the already established
environment.

Many of the tools that will be required in the dis-
tributed environment are already familiar to physicists
performing analysis e.g. generic analysis tools and de-
tector/event display. It is essential that the ease of use
of these tools in the Grid environment is as simple as
that of the non-Grid environment. Other tools, that to
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Fig. 2. A schematic view

a lesser or greater extent already exists for analysis, will
become increasingly important in a distributed environ-
ment e.g. data browser, an analysis job wizard, data man-
agement tools and software development and installation
tools. These tools will further hide the complexities of the
Grid environment from the user and maximize the pro-
ductivity of the physicist. A job wizard would allow the
straightforward creation and configuration of a job with
automatic generation of the job script. The management
of the data is critical in a distributed environment and
therefore it is crucial tools for data manipulation are pro-
vided. One example of the need for data management is
the physicist preparing the data (alignment and calibra-
tion data, data sets, etc.) that would have to be down-
loaded to a laptop from the Grid in order to allow an
analysis to be pursued whilst there is no internet connec-
tion.

of the AliEn components

3 Role of the LHC computing grid

The role of the LCG Project is to provide the comput-
ing infrastructure for the processing of the LHC data for
all of the LHC collaborations. This includes both the soft-
ware support for the physics application software, and the
development and deployment of the computing services
needed to store and process the data, providing batch and
interactive facilities for the worldwide community of physi-
cists involved in LHC. The project is organised around
four areas: applications; computing fabrics; Grid technol-
ogy and Grid deployment. A production version of the
LCG Grid will be ready for use by the experiments in the
Data Challenges scheduled for 2004.

Within the LCG applications area, there currently ex-
ists five sub-projects: software process and infrastructure
(SPI), persistency framework (POOL), core libraries and
services (SEAL), physicist interface (PI), and simulation.
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Fig. 3. A schematic view of the PROOF system

It also provides assistance in the integration of the physics
applications in the Grid environment. The overall aim is
to provide common software infrastructure, frameworks,
libraries and tools along with common applications such
as simulation and analysis toolkits. In addition studies are
ongoing looking at the Grid interfaces for the experiments,
this will build upon the work already ongoing in the in-
dividual experiments, which is discussed in the following
sections.

4 AliEn

AliEn [16] has been developed by the ALICE experiment,
though it is not ALICE specific. The aim within ALICE is
that all computing resources that are part of the ALICE
virtual organisation (VO) can be used as a single entity
in a transparent manner by the user. AliEn consists of an
authentication service; a querying system; a file catalogue
and replication service; the storage (SE) and computing
(CE) elements and a resource broker (RB.) AliEn has been
built on top of common Open Source components.

AliEn has a modular design. This enables the com-
ponents to be group together in packages which are self-
contained and have no external dependencies. A schematic
view of the AliEn components is shown in Fig. 2. AliEn
can be installed without system privileges and the compo-
nents can be configured using the Configuration Manager.
The details of the configuration are stored in a LDAP
(Lightweight Directory Access Protocol) [17] directory.
The various services shown communicate via the extensi-
ble markup language (XML) [I8] using SOAP (Simple Ob-
ject Access Protocol) [T9]. Users can interact with AliEn
through several methods such as application programme
interfaces (APIs), a command line interface (CLI), a
graphical interface (GUI) or a web portal. As new Grid
middleware is developed and becomes available it will im-
plemented and evaluated within AliEn.

Datasets associated with a job are registered in the
AliEn file catalogue. This is a virtual file system that maps

one or more physical file names (PFN) to a logical file
name (LFN.) Users see only LENs and AliEn will translate
them into the most appropriate PFN dependent on the
location of the client. The interface to this catalogue looks
like a UNIX file system to the user. In addition, it allows
the user to replicate data and also to store data describing
file contents (“metadata.”) Underlying the file catalogue
is a relational database (RDB) that is interfaced to the
AliEn core components and services.

The Package manager allows contributions from dif-
ferent VO’s to be managed e.g. including experiment spe-
cific software. The package manager’s tasks is to install
the appropriate packages and prepare the execution en-
vironment. It will be aware of different versions and any
interdependencies between packages.

A SE is responsible for managing physical files and the
interface to the local mass storage system(s). It deals with
space allocation, file caches as well as file integrity issues.
The CE service is an interface to the local batch system.
When a CE has available resources to execute a job, it
notifies the resource broker (RB) service of its availability
and capabilities. The RB will attempt to match the needs
of a job, registered in a database table, with those being
advertised and flag the job for execution on a particular
CE if a match is made. The AliEn RB uses a pull architec-
ture, as opposed to the push mechanism adopted by the
EDG, and as such does not need to know the status of all
resources in the system.

Once the data have been produced and catalogued
by the AliEn framework, they can be analysed via
a distributed tool based on PROOF [20], the parallel
ROOT [21] facility.

5 PROOF

The Parallel ROOT facility, PROOF, is a system for the
parallel interactive analysis of large datasets on clusters
of heterogeneous computers. PROOF is built upon the
ROQOT framework making use, for example, of its object
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Fig. 4. A schematic representation of the GANGA design, which is based on components interacting via a software bus

containers, object streaming, scripting, networking classes
and remote file access.

PROOF consists of a 3-layer architecture: a ROOT
client session, a PROOF master server and PROOF slave
servers. This is illustrated in Fig. Bl The ROOT session
client session creates a master server on a remote clus-
ter and the master server in turns creates slave servers
on all the nodes in the cluster. The analysis script ana.C
is sent to the master and then the slave servers. All the
slave servers execute the analysis script(s) and queries on
a chain of ROOT trees in parallel. The system is based
around a “pull” mechanism, each slave server asks the
master for work packets. The master distributes work
packets, of differing size, dependent on the speed of the
particular slave. This approach ensures that PROOF is
adaptable to the performance and load of the individual
cluster nodes. The packet size is tuned taking into account
the duration of each small job (packet), bandwidth and la-
tency of the network. It is necessary to carefully balance
the performance of each node with the communications
overhead.

The location of the input data is also essential for max-
imising the performance of the system. In general, a large
number of data files will want to be analysed. These files
could well be distributed over the different nodes in a clus-
ter or even geographically distributed over computing re-
sources connected by the local (or wide) area network.

ROOT allows files to be group together in a single logical
entity. To optimise performance, packets that contain data
local to the node are distributed to the slave servers first.
Only when all local data has been processed will a packet
be assigned to a slave server that needs to access remote
data. The master maintains knowledge of all generated
packets per slave, thus allowing other slaves to reprocess
packets “lost” if a particular slave dies during processing.
Each slave sends an object (histogram) back to the mas-
ter, which adds the individual histograms from each slave
together.

In the Grid context, the PROOF model will be ex-
tended from local clusters to a distributed “virtual clus-
ter.” It envisaged that the slave servers are started via the
Grid RB. It will need to interact not only with the RB
but also the Grid file catalogues and monitoring services
in order to optimise the resources for the job parallelisa-
tion. This will further enhance the transparent access to
resources.

6 GANGA

The GAUDI/ATHENA software framework [22] is used by
LHCDb and ATLAS as the framework for all event process-
ing applications such as simulation, reconstruction and
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Fig. 5. Clarens architecture diagram

physics analysis. The front end to this framework is known
as GANGA[ [23)].

GANGA spans all aspects of the cycle of a job: cre-
ation, configuration, splitting and recollection, script gen-
eration, file transfer to and from worker nodes, submission,
run-time setup, monitoring and reporting. In the case of
GAUDI jobs it also allows configuration of the algorithms
to be run and the specification of the inputs and outputs.
GANGA relies on Grid middleware from other project but
aims to make the functionality of the middleware trans-
parent.

GANGA is being implemented using the PYTHON
OO-scripting language [24]. The modular design of
GANGA is well-suited to the PYTHON language.
The components of GANGA interact with one another
through, and managed by, a so-called “software bus.” The
PYTHON software bus does not have any privileges over
other modules and hence components written for the bus
can be used as PYTHON modules without the bus. The
interplay between the components and the bus is shown
schematically in Fig.[4 The functionality of the GANGA
components can be accessed through a CLI and/or a GUI
built on common APIs.

GANGA has a set of core components suitable for job
handling tasks in a wide range of application areas. These

! GAUDI/ATHENA and Grid Alliance

components provide the implementation for the job def-
inition, the editing of job options, the splitting of jobs
based on user provided configuration and job templates,
and the output collection. Other GANGA components of
general applicability performs operation on, for or using
job objects e.g. file transfers, job registry or job submis-
sion. These general components are illustrated on the right
hand side of Fig. M

For the current user groups, ATLAS and LHCb, spe-
cialised components exist that incorporate knowledge of
the GAUDI framework, illustrated on the left hand side
of Fig.[4. For example, applications based on GAUDI are
packaged using a configuration tool (CMT [25]) that re-
quires its own elements. Specialised components for other
applications areas are easily added. The sub-division into
generalised and specialised components allows new user
groups to identify quickly the components that match
their requirements. In addition GANGA is supplemented
by the functionality of external components, including non
PYTHON components such as ROOT and the GAUDI
framework itself. These are shown along the bottom of
Fig.[d

The GANGA design, including possibilities for creat-
ing, saving, modifying, submitting and monitoring jobs,
has been partly implemented and released. The current
release allows submission to the EDG as well as local PBS
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and LSF queues. The first release does not yet fulfil all
requirements but it already helps the user to perform a
number of otherwise routine, manual tasks.

7 Clarens

Clarens [26] is a Grid-enabled web service infrastructure
developed for use within CMS. Clarens acts as a broker
between services and clients. For the client side it deals
with authorisation, routing service requests, deserialisa-
tion of information and any encryption or compression
needs. Whilst for the server it is responsible for contact-
ing the service, passing the parameters from the client, the
serialization of the output from the service and managing
client session and service process. The Clarens servers is
implemented as an extension to the Apache web server [27]
using the mod_python extension of the PYTHON lan-
guage. It uses XML-RPC [28] and SOAP protocols to act
as the intermediary for the distributed clients to access
the services.

The Clarens architecture is shown in Fig. [ The
Apache server receives a HTTP request from the client
and invokes Clarens based on the form of the URL speci-
fied by the client. After the request has been processed, a
response is sent back to the client.

For authentication Clarens make use of the Public Key
Infrastructure [29] and relies on certificates issued by a
Certificate Authority. The authentication protocol of the
server is implemented at the application level, thus re-
moving the requirement for a custom security layer on the
client side. This has the benefit for the user not having
to propagate their credentials to every computing system
they wish to use to access resources. In addition to au-
thentication a user needs authorisation to access server
resources. Within Clarens this is done with the concept
of a tree-like virtual organisation of groups (e.g. ATLAS
VO, CMS VO) with members identified by unique distin-
guished names (DNs) issued by the Certificate authority
as part of the certificate.

To provide a uniform interface for an external appli-
cation to access various storage media, CLARENS will be
interfaced to the San Diego SuperComputing Storage Re-
source Broker (SRB) [30]. An interface has been designed
that allows a simple access to the job scheduler through
a jobID. This interface is used within CMS to develop in-
teractive remote analysis. Interactivity is possible with a
long running analysis process on a cluster. Another inter-
face has been developed that allows remote users to query
large datasets using standard relational database queries.
The results are returned in the form of object file format-
ted as a ROOT tree. In addition, CLARENS allows remote
access of ROOT files, thus opening up the full functional-
ity of ROOT for transparent analysis of remote files.

8 Summary

The analysis needs of the physicists in the LHC era pro-
vide a very challenging problem. These needs are thought
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to be best addressed through the concept of Grid comput-
ing. Computing centres from around the world are begin-
ning to collaborate under the auspices of the LCG project,
bringing together the computing resources needed to meet
the needs of the LHC.

Effort has currently focussed on delivering the tools
and resources for centrally coordinated, production tasks
such as Monte Carlo event simulation. As first collisions
at the LHC moves ever closer, the focus will shift to meet
the needs of the more challenging, chaotic environment
of analysis with strong emphasis on data management.
Tools needed to exploit these distributed resources in a
transparent manner are beginning to be developed. The
ideas and needs for analysis and how best to access the
appropriate resources will continue to develop rapidly over
the coming years.
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